
ARTIFICIAL INTELLIGENCE (AI) 
is one of the most rapidly growing and 
most talked about technologies. Its 
momentum shows no signs of slow-
ing down. With recent rapid develop-
ments, AI is on the path to becoming 
the most defi nitive and transforma-
tive technology in this generation. It 
is crucial for all sectors to 
speed up the work to manage 
this technology. 

In Microsoft’s report, Governing 
AI: A Blueprint for the Future, we of-
fer some ideas and suggestions. These 
suggestions build on the lessons we’ve 
been learning based on the work 
we’ve been doing for several years. 
We’ve defi ned, published, and imple-
mented ethical principles to guide our 
work. We’ve built out constantly, im-
proving engineering and governance 
systems to put these principles into 
practice. Today, we have about 350 
people working on responsible AI at 
Microsoft, helping us implement best 
practices for building safe, secure, and 
transparent AI systems designed to 
benefi t society.

NEW OPPORTUNITIES TO IMPROVE THE 
HUMAN CONDITION
The resulting advances in our ap-
proach have given us the capability 
and confi dence to see ever-expand-
ing ways for AI to improve people’s 
lives. We’ve seen AI help push prog-
ress in multiple fi elds and sectors. 
Moreover, other innovations are 
fending o�  cyberattacks and help-
ing to protect fundamental human 
rights, even in nations a�  icted by 
foreign invasion or civil war.

AI o� ers even more potential for 
the good of humanity than any inven-
tion that has preceded it. In fact, AI 
offers a new tool to genuinely help 
advance human learning and thought.

THE GUARDRAILS FOR THE FUTURE
While AI opens a world of new possi-
bilities to help improve people’s lives, 
we must also be ready for the chal-
lenges that lie ahead with this new 
and evolving technology.

As technology moves forward, it’s 
just as important to ensure proper 
control over AI as it is to pursue its 
benefits. We are committed to de-
velop and deploy AI in a safe and 
responsible way. We also recognize, 
however, that the guardrails needed 
for AI require a broadly shared sense 

of responsibility and should not be 
left to technology companies alone.

When we at Microsoft adopted our 
six ethical principles for AI in 2018, 
we noted that one principle was the 
bedrock for everything else–account-
ability. This is the fundamental need: 
to ensure that machines remain sub-
ject to e� ective oversight by people, 
and the people who design and oper-
ate machines remain accountable to 
everyone else. In short, we must al-

ways ensure that AI remains 
under human control. This 
must be a fi rst-order priority 

for technology companies and gov-
ernments alike.

People who design and operate AI 
systems cannot be accountable unless 
their decisions and actions are sub-
ject to the rule of law. In many ways, 
this is at the heart of the unfolding 
AI policy and regulatory debate. How 
do governments best ensure that AI 
is subject to the rule of law? In short, 
what form should new law, regulation, 
and policy take? 

A FIVE-POINT BLUEPRINT FOR THE 
PUBLIC GOVERNANCE OF AI
In Section One of Governing AI: A 
Blueprint for the Future, we o� er 
a fi ve-point framework to address 
several current and emerging AI is-
sues through public policy, law, and 
regulation. We o� er this recognizing 
that every part of this blueprint will 
benefi t from broader discussion and 
require deeper development, but we 
hope this can contribute construc-
tively to the work ahead.

First, implement and build upon 
new government-led AI safety frame-
works. The best way to succeed is 
often to build on the successes and 
good ideas of others. In this instance, 
there is an important opportunity 
to build on work completed just four 
months ago by the US National In-
stitute of Standards and Technology 
(NIST). NIST has launched a new AI 
Risk Management Framework and 
we offer four concrete suggestions 
to implement and build upon this 
framework. We also believe the ad-
ministration and other governments 
can accelerate momentum 
through procurement rules 
based on this framework.

Second,  require ef-
fective safety brakes for 
AI systems that control 
critical infrastructure. This 
blueprint proposes new 
safety requirements that 
would create safety brakes 

for AI systems that control the opera-
tion of designated critical infrastruc-
ture. These fail-safe systems would be 
part of a comprehensive approach to 
system safety that would keep e� ec-
tive human oversight, resilience, and 
robustness top of mind. 

Third, develop a broad legal and reg-
ulatory framework based on the tech-
nology architecture for AI. We believe 
there will need for the law place various 
regulatory responsibilities upon di� er-
ent actors based upon their role in man-
aging various aspects of AI technology. 
For this reason, this blueprint includes 
information about some of the critical 
pieces that go into building and using 
new generative AI models. 

Fourth, promote transparency and 
ensure academic and nonprofi t access 
to AI. We believe a critical public goal 
is to advance transparency and broad-
en access to AI resources. Moreover, 
it is critical to expand access to AI 
resources for academic research and 
the nonprofi t community. 

Fifth, pursue new public-private 
partnerships to use AI as an effec-
tive tool to address the inevitable 
societal challenges that come with 
new technology. Important work 
is needed now to use AI to protect 
democracy and fundamental rights, 
provide broad access to the AI skills 
that will promote inclusive growth, 
and use the power of AI to advance 
the planet’s sustainability needs. It 
is crucial to develop concrete initia-
tives and bring organizations from all 
sectors together to advance them. We 
o� er some initial ideas in this report, 
and we look forward to doing much 
more moving forward.

 
GOVERNING AI WITHIN MICROSOFT
Every organization that creates or 
uses advanced AI systems will need to 
develop and implement its own gov-
ernance systems. In Section Two of 
Governing AI: A Blueprint for the Fu-
ture, we describe the AI governance 
system within Microsoft — where we 
began, where we are today, and how 
we are moving into the future.

Dale Jose, National Technology 
and Security Officer of Mi-
crosoft Philippines. Micro-
soft (Nasdaq “MSFT”@
microsoft) enables digital 
transformation for the era of 
an intelligent cloud and an 
intelligent edge. Its mission 
is to empower every person 
and every organization on 
the planet to achieve more.
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LOGITECH Philippines, Inc. on 
Tuesday launched its Pro X 2 Light-
speed wireless gaming headset in 
the country.

“Building upon the success of its 
predecessor, the Pro X Wireless Head-
set, the Pro X 2 LIGHTSPEED aims to 
elevate gaming audio to new heights, 
combining cutting-edge technology 
with Logitech’s commitment to deliv-
ering top-tier peripherals,” the brand 
said in a statement.

“For gamers looking for no-
nonsense, no-frills equipment dur-
ing their MMO battles and MOBA 
PC games, this new wireless headset 
could be the one for you as it is style, 
utility, and comfort all rolled into 
one,”Logitech added.

The Pro X 2 Lightspeed gaming 
headset, priced at P13,799, features 
advanced audio technology, Logitech 
said. It gas 50mm graphene drivers, 
which the brand said “delivers en-
hanced audio response, reduced dis-
tortion, and unrivaled sound.”

“The headset o� ers unprecedented 
audio clarity and precision. Gamers 
can expect rich, immersive sound-
scapes that allow them to hear every 
footstep, gunshot, and whisper with 
astonishing accuracy,” Logitech said.

T h e  h e a d s e t  a l s o  h a s  D T S 
Headphone:X 3D audio support, 
which creates a three-dimensional 
soundscape to simulate the direc-
tion and distance of in-game sounds 
for improved situational awareness 
while playing.

The Pro X 2 Lightspeed has an 
ergonomic design for improved 
comfort while playing. It has mem-

ory foam ear cushions, a rotating 
hinge, an adjustable headband, and 
is lightweight at just 345 grams. It 
is made of aluminum materials and 
has a steel frame.

Users can also switch between 
Bluetooth wireless connectivity and 
a 3.5mm wired connection, depend-
ing on their preference. For wireless 
use, the headset comes with up to 50 
hours of battery life.

“The Pro X 2 also features a de-
tachable and noise-cancelling Blue 
VO!CE microphone, which delivers 
studio-quality voice communication. 
This ensures that teammates can hear 
every command and strategy clearly, 
making collaboration in multiplay-
er games more effective than ever 
before,”Logitech said.

“ L o g i t e c h ’s  c o m m i t m e n t  t o 
sustainability is also reflected in 
the Pro X 2’s design. The headset 

is constructed using eco-friendly 
materials, further underscoring the 
company’s dedication to reducing 
its environmental impact. With its 
blend of comfort, cutting-edge tech-
nology, and a focus on delivering a 
competitive advantage, the Pro X 2 
looks set to become an indispensable 
tool for gamers seeking the ultimate 
audio experience,”it added.

The Pro X 2 Lightspeed is now 
available via Logitech’s o�  cial store 
on Shopee and partner outlets na-
tionwide, namely PC Express, Silicon 
Valley, DataBlitz, Octagon, Electrow-
orld, Complink, iTech, Techwarez, 
GameOne, Interpace Computer Sys-
tems, GameXtreme, TTI, GameOne, 
DynaQuest PC, Digi-Serv Solutions, 
Concept Computer, NUTECH, DFE 
(Davao Futurebright Enterprises), 
Villman, PCWorx, Abenson, Digis-
tore, and Greenware. — BVR

By Dale Jose
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